
IJREAT International Journal of Research in Engineering & Advanced Technology, Volume 4, Issue 1, Feb - March, 2016 

ISSN: 2320 – 8791 (Impact Factor: 2.317)    

www.ijreat.org 
 

 

www.ijreat.org 
                             Published by: PIONEER RESEARCH & DEVELOPMENT GROUP (www.prdg.org)                   82 

 

 

 

 

 

 

 

 

Abstract 
This paper presents experimental work on mammogram 

image analysis. Texture analysis is carried out using 

segmentation technique. Here, statistical method have 

been used to extract features from the segmented tumor 

area. The obtained features are classified using different 

classifiers such as K-Nearest Neighbhour ,Multilayer 

perceptron, SVM. The method was tested on 100 clinical 

data. The K-NN classifier achieved an accuracy of 97.6%, 

Multilayer perceptron achieved an accuracy of 91.59%, 

SVM will give an accuracy of 96.7%. 

Keywords: K-Nearest Neighbour, Multilayer perceptron, 

SVM,   Segmentation, Texture. 

1.Introduction 

For the early detection of breast cancer 

Mammography technique is most widely preferred 

technique by majority of the radiologists. X-Ray 

Mammography is the most reliable diagnostic 

procedure for detecting the masses and calcification 

in the tissue of the breasts. However during the 

screening procedure, radiologists often miss the 

detection of a significant proportion of abnormalities 

in addition for having high rates of false positives. 

[1] Many computer aided detection techniques are 

being implemented for the segmentation of these 

mammogram images and obtaining the desired 

region of interest, which are having high probability 

of occurrences masses.[2]  

In the digital mammogram images, various 

segmentation techniques are implemented for 

segmenting the lesions. Radial gradient index based 

algorithm and a probabilistic algorithm are two such 

techniques.  These segmentation techniques begin 

with a point, which is known as seed point. This 

point will be present in the suspected lesion.[3] 

The segmentation techniques are generally  

 

 

 

 

 

 

Consisting of gray- level thresholding, region 

growing or active contours methods.[4]  

In this paper we have made an attempt for 

segmentation of these mammogram images 

using texture analysis [5]. This procedure is 

using statistical approach for finding the 

suspected region of interest, having high 

probability of the occurrence of masses or 

calcification. From this region of interest 6 

features are obtained. Further classification of 

these features is performed using Artificial neural 

Networks (ANN), K-Nearest Neighbour (KNN) and  

Support vector Machine (SVM) algorithms, with 

respect to the clinical diagnosis (Malignant or 

Benign). Comparison of the results of accuracy 

obtained from these classifier algorithms is also 

performed. The dataset of real time mammogram 

images are obtained from Methodology. 

1.1 Texture  

To quantify the texture contents of a region we will 

use statistical approaches for computing texture 

based on statistical measures. 

Statistical Approaches 

The texture analysis is based on the statistical 

properties of the intensity of histogram.[6] It is 

based upon Statistical Moments [paper on statistical 

moments]. The expression for the nth order moments 

about the mean is given by equation (1) 

																									���	∑ ���	
��	
����������             (1) 

Where zi is a random variable indicating intensity, 

p(zi) is the histogram of the intensity levels in a 
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region, L is the number of possible intensity levels 

and 

� �	∑ ��������	����                      (2) 

is the mean(average) intensity given by equation (2). 

Mean is the measure of average intensity. 

Standard deviation is the measure of average 

contrast given by the equation (3). 

� � ������ =√��                      (3) 

Smoothness measures the relative smoothness of the 

intensity in a region. R is 0 for a region of constant 

intensity and approaches 1 for regions with large 

excursions in the values of its intensity levels.  

The variance used in this measure is normalized to 

the range [0, 1] by dividing it by (L-1)2 given in the 

equation (4) 

R=1-1/ (1+��)                                 (4) 

Variance is the measure of contrast. 

Third moment measures the skewness if a 

histogram. This measure is 0 for symmetric 

histograms, positive by histograms skewed to the 

right (about the mean) and negative for histogram 

skewed to the left. Values of this measure are 

brought into a range of values comparable to the 

other five measures by dividing �� by (L-1)2 also, 

which is the same divisor we use to normalize the 

variance given by equation (5). 

���	∑ ���	
� 	
����������                    (5) 

Uniformity measure is maximum when all the gray 

levels are equal (maximally uniform) and decrease 

from there, given in equation (6) 

U= ∑ �������	����                          (6) 

Entropy is the measure of the randomness given by 

equation (7) 

e= - ∑ ������	���� !"#������         (7) 

1.1 Classification of the obtained features 

1.1.1 ANN using Multilayer Perceptron  

 

Figure 1. Multilayer Perceptron  

It is the type of classification technique which is 

implemented by artificial neural networks. This will 

make use of neurons (also called perceptrons in this 

case). Various concepts for designing MLPs, e.g., 

fully parallelized, serialized, or even a mixed 

architecture can be used. Three layer MLP is shown 

in Figure 1. It consists of several artificial neurons. 

These neurons are represented by perceptrons. 

Figure 1 represents three layers MLP. Each layer 

contains a set of neurons. The first layer is the input 

layer and represents the input values. The hidden 

layer is the second layer. It is meshed with the 

previous layer. The output layer generates the 

outputs and receives the values from the hidden 

layer. The determination of weight factors are 

known as training, where each neuron of a layer is 

connected to each neuron of the following layer. The 

MLP is a “feed forward”, fully connected ANN 

[7,8]. Hence, the input value of a neuron is the sum 

of the n neuron outputs of the previous layer as 

shown by equation 8 

$%&'"()�
*+ � 	∑ ,(�&-� ∗ /%0#1-234-"'5�����         

(8) 

1.1.2 Support Vector Machine (SVM) 
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Figure 2. Hyperplane separating 2 classes in a SVM 

classifier 

The basic idea of an SVM classifier is illustrated in 

Figure. 2. This figure shows the simplest case in 

which the data vectors (marked by ‘Xs and ‘Os) can 

be separated by a hyperplane. In such a case there 

may exist m y separating hyperplanes. Among them, 

the SVM classifier seeks the separating hyperplane 

that produces the largest separation margin. Such a 

scheme is known to be associated with structural risk 

minimization In the more general case in which the 

data points are not linearly separable in the input 

space, a nonlinear transformation is used to map the 

data vector x into a High-dimensional space (called 

feature space) prior to applying the linear maximum-

margin classifier. To avoid the potential pitfall of 

over-fitting in this higher dimensional space, an 

SVM uses a kernel function in which the nonlinear 

mapping is implicitly embedded. According to 

Cover’s theorem, a function qualifies as a kernel 

provided that it satisfies the Mercer’s conditions. 

With the use of a kernel, the discriminate function in 

an SVM classifier has the following form: 

g(x)=∑ 6�7�8�9� , 9� ; 6��<���      (9) 

 

where K(.,.) is the kemel function, x, are so-called 

support vectors determined from training data, L, is 

the number of support vectors, d, is the class 

indicator (e.g., +I for class 1 and -1 for class 2) 

associated with each x,, and a, are constants, also 

determined from training. By definition, support 

vectors (Fig. 2) are elements of the training set that 

lie either exactly on or inside the decision 

boundaries of the classifier. In essence, they consist 

of those training examples that are most difficult to 

classify. The SVM classifier uses these “borderline” 

examples to define its decision boundary between 

the two classes. This in philosophy is quite different 

from a classifier that is based on minimizing leaning 

error alone. Note that in a typical SVM learning 

problem only a small portion of the training 

examples will typically qualify as support vectors. 

 

1.1.3 K Nearest Neighbour (KNN) 

Algorithm 

K-nn algorithm is among the instance-based 

classifiers. In instance-based methods, system 

parameters or classifying system units simply 

consist of the samples that are presented to the 

system. This algorithm assumes that all instances 

correspond to points in the n-dimensional space RN . 

Nearest neighbors of a sample in this space are 

determined by standard Euclidean distance. Let x be 

a sample and it is defined by a feature vector of: 

=3��9�, 3��9�, …… 3�9�?                      (10) 

here ar (x) is the rth feature of x sample. The d(xi, xj 

) Euclidean distance between xi and xj samples is 

defined by 

7@9� , 9AB � C∑ �3D�9�� E 3D�@9AB��D��
�
         (11) 

k-nn algorithm uses an f (·) function. For 

classification applications, this function is the class 

of presented sample. If we denote this by f (xi), the 

procedure of k-nn algorithm can be summarized as 

follows: k-nn algorithm stores all training data and 

corresponding classes of this training data as system 

units. Let {xi, f (xi )} be a vector indicating individual 

training sample and the corresponding class of this 

sample. During the classification in the system, k-

nearest system units to presented xi sample are 

determined via Eq. (11). The class of presented 

sample is approximated according to the number of 

these k-nearest 

units. The class of nearest samples that have the 

highest percentage in k-nearest units be this class 

estimation; ˆ f (xi ). 

2. Results and Discussion:-  
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Fig:-3

Fig:-4

Fig:-5 

----------Region 1 -----  

Avg Intensity = 141.399823,  

Avg Contrast = 16.011316 

measure of smoothness = 0.003927, 

3rd Moment = -0.177547,  

Uniformity = 0.025809,  

Entropy = 5.668142 

 

-----------Region 2 -----  

Avg Intensity = 143.552424,  

Avg Contrast = 14.360004,...  

measure of smoothness = 0.003161, 

3rd Moment = -0.173961,  

Uniformity = 0.029514,  

Entropy = 5.437631  

 

 

 

 

 

 

 

Region 3 -----  

Avg Intensity = 130.912472,  

Avg Contrast = 14.654976,...  

measure of smoothness = 0.003292, 

3rd Moment = -0.138656,  

Uniformity = 0.027146,  

Entropy = 5.555134 

 

Fig:-3 shows Original Image. 

Fig:-4 shows boundary of ROI 

Fig:-5 Segmented Region 

 

The confusion matrix obtained by ANN using MLP 

Table 1 

 YES NO 

YES TP FN 

NO FP TN 

 

 Table 2  

 YES NO 

YES 73 14 

NO 1 125 

 

Training ratio 80%  Efficiency 91.5% . The 

sensitivity is achieved 84% and specitivity is about 

99.21%. 

 In SVM classfier  

Table 3  

 YES NO 

YES 82 5 

NO 1 125 

 

Training ratio 80%  Efficiency 96.7%. The 

sensitivity is achieved 94.25% and specitivity is 

99.20% 

In K-NN classfier 

Table 4 

 YES NO 

YES 86 1 

NO 3 123 
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Training ratio 80%  Efficiency 97.6 % 

The sensitivity is achieved 98.85% and specitivity is 

about 97.21%. 

 

Fig:-6 

 

 

 

 

 

Fig:- 7 

Conclusion: 

The mammogram images are segmented using 

texture analysis by using statistical approaches. The 

desired region of interest is obtained from the 

marked calcifications on the images. Further 6 

features are obtained from the region of interest. 

These features are classified using KNN, Multilayer 

perceptron and SVM algorithms. Further, respective 

efficiency, sensitivity and specificity are obtained 

from the respective classifiers and the obtained 

results are compared. 
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